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Abstract — Recently, the social inclusion and technical aid to 

assure autonomy to people with disabilities are getting attention all 
over the world. This work presents a display design for accessible 
interaction in home area networks. Based on a research on the 
accessible interfaces state of the art, an interface design was 
proposed. This interface was implemented over a Tablet that controls 
domestic devices through a home network controller prototype. In 
order to evaluate the design, a research was conducted, interviewing 
people with disabilities in Brazil. This research consolidated a 
feasible accessible interface to control home area networks pointing 
out the main requirements considering a diversified group of 
impairments.1 
 

Index Terms — home automation, user interface, universal 
design, accessibility. 

I. INTRODUCTION 

Focusing on the use of home area networks to improve 
disabled people’s autonomy at home, this paper presents a 
display design for accessible home control.  

In the past years, computational devices have turned faster, 
smaller, connected and cheaper. It brings the “intelligent 
house” vision, promised for decades, closer to reality. This 
pervasive, intelligent home, a luxury item for many people, 
could have a key role in assuring the autonomy of people with 
disabilities. 

In Brazil, assistive resources and their use are relatively 
recent as compared to the United States, for example, where 
specific laws were established in 1988. In Brazil, similar 
regulations have existed since 2004 and establish general 
standards and basic criteria to promote accessibility. [1] 

Thinking about users with disabilities, it is necessary to 
invest efforts in the research and development of accessible 
interfaces, through the perspective of a universal design that is 
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easy to use and to learn how to use. The design for all, also 
called universal design, began focusing on physical aspects 
(buildings, urban spaces, transport, health, leisure), and 
nowadays is extended to the digital world (computer networks 
and communication systems). In this perspective, accessibility 
is defined as "a condition for autonomous and safe use of 
space, furniture and urban facilities, buildings, transport 
services and devices, systems and media and information by 
people with disabilities or reduced mobility.” [2]. It is worth 
stressing that accessibility is not the creation of exclusive 
spaces for people with disabilities, which could be a form of 
discrimination, but rather of thinking of systems and 
environments, which can be used by everyone. 

The work was developed starting with an interface design 
proposal, based on the research on accessible interfaces state 
of the art. The interface was deployed targeting Tablets and 
Smart Phones interoperability. It was integrated to control a 
home gateway prototype. In order to evaluate the design, ten 
interviews with people with disabilities were conducted in 
Brazil.  

This research could consolidate a feasible interface to 
control home area networks pointing out the main 
requirements for home area networks considering a diversified 
group of impairments. This paper is an extended contribution 
to the work [3].  

II. RELATED WORK 
Analyzing the state of the art, it is possible to notice that the 

works on user interface for home automation for people 
disabilities are very specific, usually addressing a single type 
of impairment. There are works focusing on elderlies, visually 
impaired people, hearing impaired, people with motor 
impairment and cognitive disabilities. 

The project Assistive Housing [4] was developed focusing 
on the elderly comfort, allowing home automation by using 
the television set and its regular remote control as an interface. 
The design strategy used to improve legibility and 
accessibility of the home automation interface on the 
television screen was to use few and large graphical icons, 
with horizontal captions describing their function. Figure 1 
presents a menu screen shot as an example. The interaction is 
made through numbers, as shortcuts, avoiding navigation with 
keys. The idea of having a clean design, with few and large 
icons and the use of a consumer electronics appliance that is 
already familiar to the user will be exploited in our work. 
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In addition to the interface design, this work presents the 
solution to implement home automation and a sensor network 
to acquire context and to identify emergency situations. This 
project relies on power line communications and on the OSGi 
framework usage.  

 

 
 
Fig. 1.  Assistive housing project menu screen [3]. This Figure shows the 
automation menu screen on a television set, with selection through remote 
control number keys. 
 

There are two other relevant projects to monitor elderly 
using sensor networks and integrating home automation, but 
they do not explore user interface design [5], [6]. 

 In Mainardi’s work [7], the project is designed for people with 
manual dexterity and mobility impairments, but it could be widely 
used. The idea is to have a portable touchscreen device with the 
proposed interface. The first menu the user has to deal with – 
shown in Figure 2 – represents all the rooms of an apartment.  

 

   
a.                                                             b. 

 

 
c. 

 

Fig. 2.  Three screens of a home automation interface, each one 
representing a different level of the interface [6]. Screen “a” presents 
icons representing the rooms, screen “b” presents icons with the items to 
be controlled, and screen “c” presents the commands available. 

 
When a room is selected, a new screen is presented 

containing all the items available to control in that room. In 
order to inform which room is selected at the moment 
(specially important to people with cognitive problems), the 

icon that represents the room is shown at the top of the screen, 
while on the right side of it is a “home” icon, that allows the 
user to come back to the main menu. 

When an item is selected, a third and last menu level will 
appear showing the commands available. The icon of the 
selected room is maintained at the top of the screen, and the 
icon of the item being controlled is also presented. On the 
right side of the command screen, two icons are presented: the 
back icon at the top, that allows the user to go back to the 
previous level, and the home icon at the bottom, that allows 
going to the main menu.  

The concept of using different levels of screens containing 
icons representing the rooms, the appliances to be controlled 
and the commands was utilized in our work, but as it is 
intended to be universal, additional requirements were needed. 

Another work presented the use of touchscreen devices 
combined with voice control, allowing the interaction of 
people with limitations in their upper and/or lower limbs, 
replacing the standard devices (mouse and keyboard) [8]. 

The voice control systems in the state of the art are suitable 
for interactions with menu screens. Some works present 
systems based on a hardware-software co-design that allows 
speaker-independent speech recognition at an accuracy rate of 
95%, without voice training [9]. This interface was tested in a 
home automation environment using a ZigBee-based wireless 
sensors and actuators network. 

Other works present solutions of image processing for 
interacting without traditional interaction. A gesture-based 
control system was developed to simplify the home 
automation interaction to people with mobility impairments in 
the Intelligent Sweet Home project [10]. This system is able to 
control various home appliances with hand gestures. The user 
selects the device to be controlled by pointing it with the hand. 
The command operation is executed via a predefined hand 
gesture. The system works with real time video images 
processing. Another solution was developed to replace hand 
interaction using head movements and mouth position [11]. 
Through serial communication and infrared, the system 
controls appliances. 

III. INTERFACE DESIGN 

This work target users are people with visual, hearing, 
motor and cognitive disabilities. In order to develop a 
widespread and easy-to-use interface, a design approach based 
on icons was adopted, quadrants and touch screen combined 
with voice control. 

The touchscreen choice was made based on three factors: 
the widespread use of this technology on mobile devices, the 
touchscreen intuitiveness and the possibility to include people 
with upper limbs impairments [7]. Considering that people 
with disabilities have more locomotion difficulty, the 
possibility to have the home control interface on a portable 
device such as a smartphone or a tablet is an extra advantage.  

The adopted design is based on quadrants to achieve a 
universal user interface for home network control. The 
quadrant design had been previously used by Zhao et al. to 
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deploy GUI to visually impaired users [12]. Although the 
quadrants design in Zhao et al. work showed not to be the best 
design solution for visually impaired persons, it proved to be 
suitable to them. This work hypothesis was that the quadrant 
approach is a good design considering a wider variety of 
impairments, allowing fast learning and intuitive use. 

In the design, the quadrant approach was used, considering a 
layout with five buttons occupying the whole screen area. There 
is one button in each quadrant (four buttons) and one (the fifth) in 
the center of the screen. In order to improve the interface 
intuitiveness, a text label, an icon, and a color were associated to 
each button. An example of this approach can be seen in Figure 3.  

The screens map considers three menu levels: rooms, 
appliances (items to be controlled) and commands. This 
approach is intuitive, having a fast learning process [6]. At 
each level, the information on the last levels selection is 
presented. When a room is selected, its icon is presented at the 
top of the device list menu. When the device is selected, both 
the room and the device are presented on the screen.  

 

 
 
Fig. 3.  Main menu screen. This Figure shows the main menu screen as 
the quadrant approach design example.  It presents the menu with four 
virtual buttons, one in each quadrant. Each button has a different color, 
an icon and a label, representing one room of the house. The center 
button activates voice control. 
 

The interaction mechanism was based on “touch” and “hold 
pressed” events. The “touch” event selects the key and a “hold 
pressed” event triggers the action related to the key. The action 
could be to send a command or to go to a next screen in the 
interface.  

Both events generate visual and audible feedbacks. The 
“touch event” generates the synthetized locution of the 
touched key text label as audible feedback; the visual feedback 
is provided by the key enhancement by changing its 
brightness. The “hold pressed event” generates the synthetized 
locution of the name of the next screen as audible feedback, or 
the new status of a device (if it is related to an action 
command); the visual feedback occurs by changing the screen 
to the next one or representing the new status of a device, if 
that is the case.  

The interface proposed also has another interaction 
mechanism that uses speech control. The user can say the 
name of any screen or key in order to trigger an action. 
Although our proof of concept has only one speech option to 
each command, it is possible and necessary to register similar 
or equivalent commands, in order to facilitate the voice 
interaction mechanism. The central button on the main menu 
screen activates the speech control mode. 

The device that embeds the interface has keys that are used 
by the interface as well. These keys are for optional usage. 
The BACK key opens the main menu screen, no matter on 
which screen the interface is. The MENU key presents the 
configuration screen. It allows configurations related to the 
touch event and hold pressed event time threshold, to the 
speed and voice of the synthetized speech, etc.  

IV. IMPLEMENTATION 

The interface was implemented over a Tablet with 7-inch 
display, 512MB of memory and a 1GHz processor. The 
interface implementation consists of thirteen screens with five 
devices and lighting being controlled. Figure 5 presents the 
screen tree of our proof of concept implementation. 

 

 
Fig. 4.  Screen navigation map. This Figure shows the designed screens 
and the navigation possibilities through them. The item selection and its 
controls were implemented just as an example to test the interface design 
elements.  

 
The interface consistency was maintained, using the 

quadrant layout approach to every screen. In the first screen 
(main menu), the quadrant keys are used to select a place in 
the house and the center key is used to activate the voice 
command mode. In the next screens, the quadrant keys are 
used to select the devices that will be controlled and the center 
key to go back to the last screen. Selecting a device, the 
quadrant keys send actions to the device, and the center button 
goes back to the last screen. The MENU key has not been 
implemented yet, not allowing configurations by users. 
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In order to integrate this interface with a home automation 
system, a development board with an embedded 
microcontroller was used. The interconnection between the 
tablet and the automation system was made using a Bluetooth 
connection that is currently available in most tablet models. A 
commercial Bluetooth module was used connected to the 
development board in order to execute the experiment. 
In our tests, the development board was used to control 
lighting, air conditioner and a TV set. The interface design has 
other devices that were not implemented, providing a 
conceptual design. 

 

 

 
 
Fig. 5.  This Figure presents a picture of the development board and its 
Bluetooth daughter board. 

V. DESIGN EVALUATION 

The development cycle of our prototype included usability 
evaluations by users. Usability of a product is analyzed by 
considering user satisfaction in an approach that values your 
expectation and experience of use [13] [14]. Products 
developed without usability requirements can cause poor 
performance and a reduction in quality of product for users 
[15] [16]. 

Design methodology chosen to usability evaluation was 
Empirical Usability Method with participation of users [17]. In 
this method, real users perform tasks with the product while 
being observed by evaluators. Therefore, it is important to 
review the test conditions, making sure they are the same for 
all participants. Among the objectives of this method, are: 
predict usability problems such as learning difficulties and 
run-time task in the operation with the product; diagnose what 
may be inconsistent with the standards implicit and explicit 
usability; see, observe and record usability problems during 
interaction with the product; calculate objective metrics for 
effectiveness, efficiency and user productivity through 
interaction with the product; know opinion of user about 
product; suggest priorities for solving usability problems 
based on the test results [16], [17]. 

For data collection, it was considered the most appropriate 
Test Prospective technique [18], [19]. This technique is 
characterized by interviews and questionnaires in a parcel of 
real users before and after using the product. The objective 
was, through this technique, to collect information about the 
experiences, opinions and preferences of users that interacted 
with the prototype. 

To select sample, a non-probability sampling technique was 
used; this technique are characterized by not including all 
individuals in the study population [20]. The purposeful 
sampling [21] was used, which selects individuals that have a 
characteristic of specific interest to this research. Main selection 
criterion was users have some form of disability. People with 
different types of disabilities were selected. That's because all 
usability requirements of interface could be tested and validated. 

Ten users were selected: 03 blind, 01 deaf, 01 wheel chair 
user, 01 motor-impaired, 02 elderly and 02 cognitive-impaired. 
Furthermore, users needed to have basic knowledge in 
informatics. 

The reason for a small number of users is primarily the 
availability of participation and also logistical limitations (only one 
tablet for testing). However, small number of users allowed a more 
personalized experience, revealing some factors that could only be 
verified through observation and qualitative analysis. Other 
usability evaluation researches also used small samples [22], [23] 
which were obtained good results against goals expected. Another 
justification comes from Jacob Nielsen [24], a leading researcher in 
usability evaluation. Nielsen says that a single user can find around 
30% of usability problems in an interface. According to Nielsen, 
from five users, increasing the number of users does not correspond 
to a significant gain. Also according to Nielsen, percentage of 
usability errors found by a group composed by five users is 85%, 
which represents the best cost-benefit. 

The short test period was considered appropriate to 
evaluation because the prototype quadrant could be considered 
widely explored and were consistent with the design 
methodology chosen. 

A closed questionnaire was created. It was divided into two 
parts: pre-test and post-test. In pre-test, a set of questions was asked 
to participants before start of testing for interaction with product. It 
aimed to determine the profile of participant: age, gender, type of 
disability, level of technical knowledge (computer, smart phone 
and tablet), level of knowledge about home networking and home 
automation. At post-test, the participants answered questions about 
their motivation, satisfaction and level of knowledge gained from 
using the product. 

TABLE I 
LIKERT ANSWERS – POST-TEST QUESTIONNAIRE 

(  ) 
Very Good 

(   ) 
Good 

(   ) 
Neutral 

(   ) 
Poor 

(   ) 
Very Poor 

 
Answer options consisting of a grading scale based on Likert 

[25] ranging from Very Good and Very Poor. Likert scale is 
based on a statement where the respondent shows degree of 
agreement / disagreement, employed in research consists of 
closed questionnaires. This scale has become a paradigm of 
qualitative measurement and has since been widely applied, 
either in original form or in adaptations to different objects of 
study [26], [27], [28]. In our questionnaire, for each question, 
users responded that degree represents your prototype 
evaluation in terms of "Very Good", "Good", "Neutral", "Poor" 
and "Very Poor". This type of response was considered 
pertinent to this research because highlight extremely positive, 
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negative and irrelevant answers about interaction with product. 
Table I presents the alternatives post-test questionnaire. 

The interviews were dived in two phases. First, the concepts 
of home networking and home automation were presented and 
data about the individual were collected by the pre-test 
questionnaire. The second phase of the interview was directly 
related to the Interface evaluation. Firstly, the interface was 
presented and was showed to them how to use it. Secondly, the 
interviewees could play with it for some minutes. Thirdly, some 
challenges were presented (turning off the kitchen lamp, for 
example). Finally, the post-test questionnaire was filled, related 
to the feedback concerning many aspects of the interface. 

Evaluation was conducted with users in EFORT Institute 
where are people with disabilities. This institute is located in 
São Paulo City. Tests with users lasted an average of 50 minutes 
each, totaling eight hours spread over two days. Parents 
accompanied users with cognitive disabilities. For 
communication with people with hearing disabilities, a sign 
language translator provided assistance. 

With the interviews, the quadrant approach design has shown 
that it could successfully lead to a universal design. The users 
evaluated the interface positively. In all the criteria (easy to use, 
layout and subservience) the interface got 80% of the interviewees’ 
highest score.  In addition, most users could meet the proposed 
challenges after a short learning time (up to 5 minutes).  

The blind people faced some challenges with the tablets 
boarding that is the non-functional glass area around the screen. 
Our model had around 1 centimeter boarding around the 
displaying area, where the touchscreen was out of range. 
Despite this issue, the interviewees were able to learn the 
appropriate distance and to use the quadrant approach. It was 
possible to conclude that the ideal touchscreen interface to this 
implementation would be the one with the tiniest boarder. 

Another consistent feedback from the blind people was the 
requirement to configure the screen reading speed that, despite 
having been designed, was not implemented at that moment. 

 
TABLE II 

PERCEIVED VALUE ON AUTOMATION 

Items 
Perceived 

Value 

     Lighting 3.3 
     Security (gate, door, alarm system, cameras, etc.) 3.6 
     Laundry machine (washing and drying) 2.4 
     Air conditioning / Heating system 2.9 
     Shower temperature 3.1 
     Security sensors (gas, smoke, etc.) 3.6 
     Energy consumption management 3.3 
     Water consumption management 3.3 
     Sound system  2.9 
     Home theater and television 3.1 
     Dish washer 1.5 

Scores semantics: 0 is not important at all and score 4 means that this item 
automation is highly important. 

Regarding the perceived importance of the home networking 
deployment at home in order to achieve autonomy and comfort, 
a list of items to be potentially automatized was presented and 
the interviewees gave a score of integer values from 0 up to 4 to 
each one. Score 0 means that this item automation is not 

important at all and, conversely, score 4 represents that the item 
automation is highly important. The average values of the 
interview results are summarized in Table II. 

All of the interviewees were noticed to consider safety 
aspects of high importance. As safety aspects were included in 
our questionnaire: security camera monitoring and control, 
house gate opening and closing, alarm setting, fire and gas 
sensors.   

As a second degree of perceived importance, but still very 
desirable, are the technological aids for saving natural 
resources. In this category are energy and water saving 
technologies, for example. Leveraged by the smart grid trend, 
many products to measure the home appliances consumption 
and energy consumption management systems are already being 
deployed. The electrical energy and water home consumption 
management systems, integrated to home automation, showed a 
high perceived valued by the interviewees. 

VI. CONCLUSIONS 
Despite working with a considerably varied group of users, 

with different needs, an interface suitable to them was 
achieved.  Our interface integrates accessible interface ideas in 
a single portable interface that can contribute to people with 
disabilities’ autonomy at home. 

Despite being a potential solution to improve the autonomy of 
people with impairments, the interviews have shown that home 
automation is not even considered as a possible solution to these 
people’s reality. They consider home automation a high 
technology solution out of their reach. It points out to the demand 
for researching and developing lower cost and simpler solutions. 

As the next steps to this research are the improvements of 
the interface with the interviewees’ feedback, to integrate the 
new explore-by-touch features available in the new tablets’ 
operating systems libraries and the repetition of the described 
experiments with larger groups of users. 

ACKNOWLEDGMENT 
The authors would like to thank “Instituto EFORT” for 

helping us with the interviews – helping us with gathering the 
interviewees, the interviews scheduling and conduction. The 
authors would also like to thank to the volunteers that helped 
us to provide feedbacks and to Emerson Moretto that helped 
us with the prototype implementation. 

REFERENCES 
[1] [1] L. C. P. Costa, I. K. Ficheman, A. G. D. Correa, R. D. Lopes, M. K. 

Zuffo, “Accessibility in digital television: designing remote controls.”  
IEEE Trans. Consumer Electron. vol.. 58, no.2, pp.605-611, May 2012. 

[2] Brazil. “Federal Decree no 5296”. December 2004.  
[3] L. C. P. Costa, N. S. Almeida, M. K. Zuffo, “Accessible display design 

to control home area networks.” IEEE International Conf. in Consumer 
Electron. Proceed., pp.426-427, Jan. 2013. 

[4] M. Ghorbel, F. Arab, M. Monhtari, “Assistive housing: case study in a 
residence for elderly people.” IEEE Second International Conf. on 
Pervasive Computing Technologies for Healthcare, pp.140-143, Jan.-
Feb. 2008.  

[5] X. H. B. Le, M. D. Mascolo, A. Gouin, N. Noury, “Health smart home - 
towards an assistant tool for automatic assessment of the dependence of 
elders.” Proc. of the Annual International Conf. of the IEEE Eng. in 
Medicine and Bio. Soc., pp. 3806-3809, Aug. 2007. 



L. C. P. Costa et al.: Accessible Display Design to Control Home Area Networks  427 

[6] A. Sleman, M. Alafandi, R. Moeller, “Integration of wireless fieldbus and wired 
fieldbus for health monitoring.” IEEE International Conf. on Consumer 
Electron.,  pp. 1-2, Jan. 2009. 

[7] E. Mainardi, “Design of a portable touchscreen interface for powerline domotic 
systems.” IEEE Autom. Science and Eng., pp. 680-684, Aug. 2008. 

[8] M. Valles, F. Manso, M. T. Arredondo, F. Del Pozo, “Multimodal 
environmental control system for elderly and disabled people.” 18th Annual 
International Conf. of the IEEE in Eng. in Medicine and Biology Society, pp. 
516-517, Oct.-Nov., 1996. 

[9] J. Zhu, X. Gao, Y. Yang, H. Li, Z. Ai. X. Cui, “Developing a voice control 
system for zigbee-based home automation networks.” IEEE 2nd International 
Conf. on Network Infrastructure and Digital Content, pp. 737-741, Sep. 2010. 

[10] J. Do, H. Jang, S. H. Jung, J. Jung, Z. Bien, “Soft remote control system in the 
intelligent sweet home.” IEEE International Conf. on Intelligent Robots and 
Systems, pp. 3984-3989, Aug. 2005. 

[11] W. Xianmei, L. Lingyan, D. Ti, W. Zhiliang, “Smart home control system for 
the disabled using the head and the mouth movement.” IEEE 29th Chinese 
Control Conf., pp. 3527-3530, July 2010. 

[12] Q. Y. Zhao, S. Xu, Z. Z. Li, L. Wang, “A comparative study of musical 
navigation methods for visually impaired users of GUI systems," IEEE 
International Conf. on Industrial Eng. and Eng. Management, pp.446-450, Dec. 
2007. 

[13] ISO 9126. “Software precuts evaluation: quality characteristics and guidelines 
for their use.” 1991. 

[14] ISO 9241. “Ergonomic requirements for office work with visual display 
terminals (VDTs): dialogue principles.” 1998. 

[15] P. W. Jordan, An introduction to usability. Taylor & Francis: New York, 1998.  
[16] J. Nielsen, Usability engineering. Academic Press: San Diego, 1993. 
[17] J. Nielsen, R. Mack. Usability inspection methods. John Wiley & Sons: New 

York, 1994. 
[18] J. Rubin, Handbook of Usability Testing: How to plan, design and conduct 

effective tests. John Wiley & Sons, Inc.: New York, 1994. 
[19] H. Urokohara, K. Tanaka, K. Furuta, M. Kurosu, “NEM: Novice Expert ratio 

Method. A usability evaluation method to generate a new performance 
measure.” Extended Abstracts of ACM Conference on Human Factors in 
Computing Systems, pp. 185–186, 2000. 

[20] D. E. Casey, “Descriptive research: techniques and procedures.” In: R. Colwell 
(Ed.). Handbook of research on music teaching. Schirmer: New York, pp. 115-
123, 1992. 

[21] M.D.C. Tongco, “Purposive sampling as a tool for informant selection.” 
Ethnobotany Research & Applications Journal, vol. 5, pp. 147-158, 2007. 

[22] P. Moreno-Ger, J. Torrente, Y. G. Hsieh, W. T. Lester, “Usability testing for 
serious games: making informed design decisions with user data.” Advances in 
Human-Computer Interaction. vol. 2012. 2012. 

[23] B. Vogel, A. Kurti, M. Milrad, A. Kerren, “An Interactive web-based 
visualization tool in action: user testing and usability aspects.” IEEE 
International Conf. on Computer and Information Technology, pp. 403-408, 
Sept. 2011. 

[24] J. Nielsen, “Estimating the number of subjects needs for a thinking aloud test.” 
Interaction Journal Human-Computer, pp. 385-397, 1994. 

[25] R. Likert, “A technique for the measurement of attitudes.” Archives of 
psychology. vol. 140. pp. 1-55, 1932. 

[26] H. F. Hoffman, F. Lehner. “Requirements engineering as a success factor in 
software projects.” IEEE Software, vol. 18, no. 4, pp. 58-66, July 2001. 

[27] A. Alexandrov, “Characteristics of single-item measures in Likert scale format.” 
The Electron. Journal of Business Research Methods. vol. 8, no. 1, pp.1 -12, 
2010. 

[28] N. M. Malik, A. Mushtaq, S. Khalid, T. Khalil, F. M. Malik “Measurable & 
scalable NFRs using fuzzy logic and Likert scale.” International Journal of 
Computer Science and Information Security. vol. 2, no. 1, Jun. 2009. 
 

BIOGRAPHIES 

Laisa C. P. Costa (M’10).  This author became a student member of 
IEEE in 2010. Laisa was born in Brasilia, Brazil, in 1981. She graduated 
at the University of Sao Paulo as an Electrical Engineer with 
Telecommunications specialization in 2004. She obtained her Master’s 
degree at the same University in 2009, investigating the use of security 
mechanisms to expand the Brazilian Terrestrial Digital TV System. Her 
research interests include digital television expansion scenarios, 
multimedia in home networking and accessible multimedia services. She 
is in the coordination team of the LSI-TEC, where she has been working 
with innovation in multimedia since 2002. She has been member of ACM 
and IEEE since 2010 and of the Brazilian Digital Television System 
Forum since its foundation in 2007. 

 
Nicholas S. Almeida. This author is an undergraduate student in Electrical 
Engineer from the Polytechnic School of the University of Sao Paulo, Brazil. 
He is on an interchange program with the Ecole Centrale in France (2012-
2013). He has partially developed this work on his scientific initiation with a 
FAPESP scholarship.  
 
Ana G. D. Correa. This author has a degree in Computer Engineering from 
Dom Bosco Catholic University (2002) and has her Masters and PhD in 
Electrical Engineering from the School of Engineering of the University of 
Sao Paulo (2005 and 2011). She has been a researcher at the Integrated 
Systems Laboratory at USP since 2003, in Interactive Electronic Media 
including Computer Graphics Device Interaction, Virtual and Augmented 
Reality, Computer Education, research into the use of Technologies in Motor 
and Cognitive Rehabilitation. She has been a professor at Mackenzie 
University since 2010. 
 
Roseli D. Lopes. This author is an Associate Professor at the Electronic 
Systems Department from the School of Engineering of the University of São 
Paulo (USP). She received the undergraduate, master, doctorate and post-
doctorate degrees in Electrical Engineering from USP. She is the vice-chair of 
the Instrumentation Center of Interactive Technologies at USP (CITI-USP). 
She was vice-chair (2006-2008) and director (2008-feb.2010) of Estação 
Ciência, a Center for Scientific, Technological and Cultural Dissemination of 
USP. She is a researcher at the Laboratory for Integrated Systems (LSI) since 
1988, where she is a principal investigator of the Interactive Electronic Media 
research group. She coordinates research projects in the area of Interactive 
Electronic Media, with emphasis on applications related to Education and 
Health. She was responsible for the design and feasibility of Febrace the 
biggest national pre-college science and engineering fair in Brazil. Since 
2003, she acts as the general coordinator of Febrace. She is the current 
academic coordinator of the "USP e as Profissões. She is a member of the 
technical and educational advisory board for One Computer per Student 
(UCA) program, sponsored by the Ministry of Education. She is a member of 
the deliberative council of the USP Museum of Sciences. 
 
Marcelo K. Zuffo (M’11). This author became a member of IEEE in 2011. 
He graduated at the University of Sao Paulo as an Electrical Engineer in 1989. 
He obtained his Master’s degree in 1993, and his PhD in 1997, at the same 
University. He has been a full professor at the University of Sao Paulo since 
2006 at the electronic systems department. He is the head of R&D activities of 
the Laboratory for Integrated Systems focused on interactive technologies, 
digital health, high performance computing, virtual reality, graphics 
computing and visualization.  He has been a member of ACM and of the 
Brazilian Digital Television System Forum since its foundation in 2007. He 
was ACM-SIGGRAPH chair in 2000. 

 


